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Abstract—Error-handling is an important means to improve the robustness of a system and testing error-handling is crucial to ensure its correctness. In this paper, we argue that error-handling leads to input masking which requires special treatment in for combinatorial testing. Therefore, we propose an extension to combinatorial testing including a robustness fault model and robustness combination strategy. We also provide an evaluation which compares its efficiency to normal combinatorial testing.
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I. INTRODUCTION

Robustness describes “the degree to which a system or component can function correctly” in the presence of external faults, e.g. invalid inputs or stressful environmental conditions [1]. External faults can have severe impact on a system’s robustness as they can propagate to system failures, e.g. abnormal behavior or system crashes [2]. Defensive programming is a well-known means to improve the robustness by implementing error-handlers to appropriately react to error scenarios [3]. Unfortunately, error-handlers can contain three times more faults than normal code [4].

Therefore, testing with invalid inputs is important to stimulate error-handling of the system under test (SUT) and to check for appropriate responses. Invalid inputs contain invalid values, e.g. a string value when a numerical value is expected, or invalid combinations of values, e.g. a begin date which is after the end date.

Throughout the paper, we use a customer registration service as an example. To ensure data quality, the service has to check that the entered data actually matches the intended semantics of the input fields: Empty inputs should be avoided, a person’s title should match the given name and the given name should not be interchanged with the family name. Since the service cannot correct wrong data itself, it should return an error message asking the user to correct the data.

Combinatorial testing (CT) is a well-known black-box test design approach to check whether a SUT conforms to its specification [5]. Parameters and values are modeled as an input parameter model (IPM) [6] and test inputs are generated such that a combinatorial coverage criterion is satisfied.

An example IPM of the customer registration is depicted in Listing 1. Registering with valid input

\[\text{Title: Mrs, GivenName: Jane, FamilyName: Doe}\]

should succeed whereas the invalid input

\[\text{Title: Mr, GivenName: Jane, FamilyName: Doe}\]

leads to error-handling before the values of the other parameters are evaluated.

Input masking can be prevented by separating the generation of valid and invalid test inputs. Valid test inputs are generated such that they do not contain any invalid values. Invalid test inputs are generated such that each test input contains at least one invalid value or invalid value combination.

However, existing tools for combinatorial test input generation only distinguish valid from invalid values. Invalid value combinations like

\[\text{Title: Mrs, GivenName: Jane, FamilyName: Doe}\]

are not directly supported [8]. This is not sufficient for systems with complex input domains because input domains are often restricted by invalid combinations of values [9]. In previous work [8], we proposed an approach that also supports invalid value combinations. In this paper, we develop a robustness fault model, describe the approach in more detail and compare it to other black-box testing approaches.

The paper is structured as follows. Section II and III summarize foundations and related work. In Section IV, the robustness fault model and combination strategy for invalid test input generation are discussed. Afterwards, the evaluation is presented. We conclude with a summary of our work.

\[p_1 : \text{Title} \quad V_1 = \{\text{Mr, Mrs}\}^{\text{Valid}} \cup \{123\}^{\text{Invalid}}\]

\[p_2 : \text{GivenName} \quad V_2 = \{\text{John, Jane}\}^{\text{Valid}} \cup \{123\}^{\text{Invalid}}\]

\[p_3 : \text{FamilyName} \quad V_3 = \{\text{Doe}\}^{\text{Valid}} \cup \{123\}^{\text{Invalid}}\]

\[c_1 : \text{Title} = \text{Mrs} \quad \Rightarrow \text{GivenName} \neq \text{Jane}\]

\[c_2 : \text{Title} = \text{Mr} \quad \Rightarrow \text{GivenName} \neq \text{Jane}\]

Listing 1. Exemplary IPM with Valid and Invalid Values

1The value 123 represents some invalid value.
II. BACKGROUND

A. Basic Terminology

1) Fault, Error, Failure: A system is a set of interacting elements organized to achieve one or more stated purposes. It interacts with other systems, e.g. hardware, software or humans [2]. A system provides one or more services and a client is another system that receives a service. The boundary between the system and other systems is called environment.

A system delivers a correct service if it conforms to its specification [2]. A failure occurs if the delivered service deviates from the correct service. Usually, a failure is the consequence of an error which is a difference between a computed, observed or measured value and the correct value [1]. The identified or hypothesized cause of an error is called a fault which is the result of a mistake made by a human [1], [2]. A fault is either internal or external of a system [2]. Internal faults are, for instance, incorrect program instructions, usually called as bugs. Examples of external faults from the system’s viewpoint are invalid inputs or unavailable services provided by other systems. External faults must be detected and handled by the system. Otherwise, they can lead to errors which then can propagate to system failures.

2) Robustness: According to IEEE [1], “the degree to which a system or component can function correctly” in the presence of external faults, is called robustness. To make a system robust, the system must become fault tolerant with regards to external faults by considering, specifying and implementing appropriate responses [3].

External fault tolerance aims at failure avoidance by detecting errors caused by external faults and by removing them from the system’s state [2]. First, error-detection is responsible to identify errors caused by external faults. Then, error-handling is responsible to eliminate the errors from the system’s state. An error-handler implements the instructions to remove a detected error from the system’s state. They are specific to certain types of errors and to certain source code regions of the system. Error-handlers are typically separated from the normal instructions [10]. Therefore, error-signaling signals the occurrence of an error and it is switched from normal to exceptional control-flow, which is the control-flow path from error-signaling to error-handling [2]. Error-handler selection denotes the activity of selecting an error-handler at runtime, once an error is signaled.

Programming languages often include language features to structure error-protection [11]. Once the occurrence of an error is signaled, the runtime environment automatically pauses the normal control-flow and searches for an appropriate error-handler. If no appropriate error-handler is found, the runtime environment typically terminates the system which leads to a failure and leaves the system in a potentially invalid state [10]. The system is recovered if the respective error-handler is executed and the normal control-flow may resume.

Error-handling strategies refer to general solutions used to respond to errors [12]. We distinguish two general strategies. The internal error-removal strategy attempts to remove the error locally within the system. For instance, retrying requests to a third-party service that did not respond to the initial request, fixing invalid inputs like replacing a comma with a point in floating-point numbers, or simply logging and ignoring the error if appropriate. If the error can be handled within the system, the normal control-flow can resume and continue. If the system cannot remove the error internally, it must be propagated to the client of the called service. Examples are violations of precondition like a string input when numerical input is expected. We denote this as the error-propagation strategy. The normal control-flow does not resume and the exceptional control-flow terminates, e.g. it provides an error-message to the client. For robust systems, this should be a controlled termination (aka graceful degradation) which leaves the system in a valid state [2]. Uncontrolled termination, e.g. if no appropriate error-handler was found, is considered a failure.

In programming languages, exceptions are a concept to represent errors in the system [10], [13]. Different types of exceptions can be used to represent different types of errors. We distinguish two general groups. Runtime-defined exceptions like NullPointerException are automatically detected and signaled by the underlying hardware, operating system or runtime environment. System-defined exceptions are specific to the system and the system is also responsible to detect and signal them. These are custom and domain-specific exceptions like InvalidAddressException.

The entirety of error-detection, -signaling, -handling and -selection implemented to remove errors caused by certain external faults is called error-protection. Programming languages typically include try-catch and throws language features for error-protection [11]. However, the features often conflict with the goals of object-orientation and are a source of internal faults [10]. Internal faults are denoted as robustness-faults if they are related to defensive programming and error-protection and if they prevent a correct removal of errors caused by external faults. Failures that are caused by robustness-faults are denoted as robustness-failures.

3) Testing: Robustness testing is a special kind of black-box testing [1], [14]. It checks whether the system functions correctly in the presence of external faults.

Testing in general is an activity to check properties by stimulating the system with input and observing its response [2]. The stimulus and response consist of values which are called test input and test output, respectively. Tests are structures by means of test cases which consist of a test input and a test oracle [15]. The test input is necessary to induce the desired behavior. The test oracle provides expected results and determines whether the test passes or fails.

Positive test cases focus on valid intended operations of the SUT using valid input values that are within the specified boundaries. Negative test cases are used to test the implemented error-handlers. Therefore, invalid values and invalid value combinations are used as inputs. We consider single values or value combinations that are outside of the specified boundaries as invalid. Examples are input that is malformed, e.g. a string input when numerical input is expected, and input...
that violates business rules, e.g. a begin date which is after the end date. A test input that contains at least one invalid value or one invalid value combinations is called invalid test input. A test input that contains exactly one invalid value or one invalid value combinations is called strong invalid test input.

B. Combinatorial Testing

1) Overview: Combinatorial testing (CT) is a black-box test design technique where the input is modelled as an input parameter model (IPM). The IPM is represented as a set of \( n \) input parameters \( IPM = \{ p_1, \ldots, p_n \} \) and each input parameter \( p_i \) is a non-empty set of values \( V_i = \{ v_{i1}, \ldots, v_{im_i} \} \). Input parameters and values are abstract and can represent actual value combinations from the test suite. Constraint handling is one technique where the input is modelled as an input parameter model. The IPM is represented as a set of parameter-value pairs for \( \tau \) distinct parameters: \( \tau = \{ (p_1, v_{11}), \ldots, (p_n, v_{nj}) \} \). We use a more concise notation \{Title:Mr, GivenName:John\} which equals \( \{ (p_1, v_1), (p_2, v_1) \} \). A tuple that consists of \( n \) parameter-pairs is a complete test input which can be used to stimulate the SUT. A tuple \( \tau_a \) covers another tuple \( \tau_b \) (denoted as \( \tau_b \subseteq \tau_a \)) if and only if for every parameter-value pair \( (p_i, v_{ij}) \) of \( \tau_a \) the same parameter-value pair exists in \( \tau_b \), i.e. \( \forall (p_i, v_{ih}) \in \tau_b, \exists (p_i, v_{ij}) \in \tau_a \) such that \( i_a = i_b \land j_a = j_b \).

The generation of test inputs is usually automated. A combination strategy describes how values are selected such that a coverage criterion is satisfied [5]. A coverage criterion is a condition which must be satisfied by a test suite. In CT, the \( t \)-wise coverage criterion is a common criterion. It is satisfied if all value combinations of \( t \) parameters appear in at least one test input. Each-choice (\( t = 1 \)), pair-wise (\( t = 2 \)) and exhaustive (\( t = n \)) are special cases of it.

2) Input Masking Effect: Most real-world systems have restrictions in their input domains. As a result, most IPMs contain combinations of parameter values that should not be combined [16]. These value combinations are irrelevant as they are, for instance, not executable or just not of any interest for the test. For instance, in configuration testing a value combination such as \{Browser:Edge, OS:Linux\} cannot be executed. Since such a test input cannot be executed, the other values and value combinations remain untested as long as there is no other test input that includes them. The irrelevant value combination masks all other values and value combinations of the same test input. This effect is called input masking [7]: “The input masking effect is an effect that prevents a test case from testing all combinations of input values, which the test case is normally expected to test”.

3) Exclusion-Constraints: Because of the input masking effect, a tester should identify and exclude irrelevant value combinations from the test suite. Constraint handling is one strategy to prevent irrelevant value combinations in test inputs while still preserving the coverage criterion [16]. Constraints are explicitly modeled and the combination strategy prevents input masking by excluding irrelevant value combinations.

In this work, we rely on logical expressions to model constraints and on constraint satisfaction problems (CSP) to solve them. A function \( \Gamma(\tau, C) \rightarrow \text{Bool} \) is used to evaluate whether a tuple \( \tau \) satisfies a set of constraints \( C \). We denote a set of constraints to distinguish relevant from irrelevant tuples as exclusion-constraints \( C^{\text{exc}} \). A tuple \( \tau \) is relevant if it satisfies every exclusion-constraint: \( \Gamma(\tau, C^{\text{exc}}) = \text{true} \). A tuple is irrelevant if at least one exclusion-constraint remains unsatisfied: \( \Gamma(\tau, C^{\text{exc}}) = \text{false} \).

4) Invalid Test Inputs: Non-executable test inputs with irrelevant value combinations are only one cause of input masking. The same phenomenon can be observed with invalid test inputs which is neglected by most research. We refer to this special case as invalid input masking.

In a successful test, the first invalid value or invalid value combination that is evaluated, triggers error-handling and the normal control-flow is paused. If the error-propagation strategy is used, the SUT responds with an error-message and the normal control-flow is not resumed. Then, all other values and value combinations remain untested because they are masked.

To prevent invalid input masking, test inputs for positive and negative test cases must be generated and they must satisfy separate coverage criteria. The tester’s expectation is that all valid values must appear in some valid test inputs that, for instance, satisfy the \( t \)-wise coverage criterion. All invalid values and invalid value combinations must not appear in any positive test input but each should appear in at least one invalid test input. Therefore, invalid values and invalid value combinations must be annotated with semantic information such that the combination strategy excludes them from valid test inputs but includes them in invalid test inputs.

III. RELATED WORK

Robustness is often tested by automated robustness testing tools [14], [17]. The SUT is stimulated using random values or boundary values based on parameter types in order to crash the SUT. This approach does not use information from domain experts or specification. In comparison, the objective of our combinatorial robustness testing is to check whether business rules are implemented correctly. For instance, an invalid test input like \{Title:Mrs, GivenName:John, FamilyName:123\} is expected to yield an error message but the implementation has a robustness-fault and does accept the invalid test input. The incorrect error-detection is usually not detected by automated robustness testing tools. They focus more on crashes due to runtime-defined exceptions like NullPointerException, that are signaled but not handled, to identify robustness faults.

In contrast, black-box testing techniques are able to find missing but required functionality. The robust variants of equivalence class testing (ECT) and boundary value testing (BVT) incorporate invalid values to create invalid test inputs [18]. For robust weak ECT and robustness BVT, one invalid value is combined with all other parameter values being valid.
Robust strong ECT and robust worst-case BVT describe the cross-product of all valid and invalid values.

Base-choice is another coverage criteria and combination strategy which also supports invalid values [5]. Values are annotated with additional semantic information and a base test input with default values for each parameter is created. Additional test inputs are created by replacing one value of one parameter at a time. When the base test input is valid, then base-choice coverage subsumes single error coverage. It also has limited support for invalid value combinations: Since one parameter value of the base test input is replaced at a time, an invalid value combination can be created as a combination of a replacing value and other values of the base test input. However, the failure detection capability of base-choice coverage depends on the quality of the base test input [19]. In contrast, failure detection capability of t-wise coverage only depends on the chosen testing strength [20]. Therefore, we focus on t-wise coverage.

Grindal, Offut and Andler [5] survey combination strategies and also discuss coverage criteria for invalid test inputs. In a case study, Wojciak and Tzoref-Brill [21] report on system level CT that includes invalid inputs. In their case, single error coverage is not sufficient because error-handling depends on interactions between invalid and valid values.

CT tools like AETG [22], ACTS [23] and PICT [24] include the concept of invalid values. Values are divided into two disjoint subsets: \( V_i = V_i^{valid} \cup V_i^{invalid} \) to distinguish valid from invalid values. The invalid values of each parameter are excluded from t-wise test input generation. Then, each invalid value is combined with valid values of the other parameters such that every test input contains exactly one invalid value.

In a case study [9], we analyzed bug reports of a software for life insurances. As a conclusion, only considering invalid values is insufficient for applications with complex input domains. Unfortunately, invalid value combinations are not directly supported by the aforementioned tools. Modeling them as exclusion-constraints is not an option if robustness is a concern. Invalid value combinations would not mask other values and value combinations anymore, but they would remain untested since they are excluded from all test inputs. A workaround to model invalid value combinations exists [8]. It requires to combine invalid values with specific exclusion-constraints. However, the workaround is often insufficient as it drastically reduces clarity and expressiveness.

Our approach differs from the aforementioned tools as it directly supports modeling of invalid value combinations [8]. To the best of our knowledge, it is also the first discussion of a fault model for robustness-faults from a combinatorial perspective and the first comparison between normal t-wise and robustness-based test input generation.

IV. COMBINATORIAL ROBUSTNESS TESTING

A. Robustness Fault Characteristics

1) Overview: Not properly dealing with external faults can affect the system’s robustness because they can lead to errors in the system’s state which can propagate to robustness-failures [2]. Many modern programming languages have dedicated features to facilitate and ease the implementation of robust systems. However, the features often conflict with the programming language’s goals to foster reusability and extensibility [10]. Empirical studies show that they are often not adequately applied and itself a significant cause of robustness-failures [4], [9], [25]–[29]. For instance, the systems analyzed by Sawadpong, Allen and Williams [4] have a three times higher fault density in the implemented error-handlers than in the overall system.

An example of a robustness-fault is catch and ignore where the error-handler is empty. Thus, no recovery instructions are executed and the error remains hidden. Another example is unintended handler action where the exceptional control-flow is wrong because another, unintended error-handler is executed leading to the execution of wrong error-handling instructions. Please refer to the studies for more details.

The robustness-faults can be grouped into two categories:

2) Configuration-independent robustness-faults: are faults introduced in error-handling which are present in every configuration of the system. To activate them, an invalid input must be used to initiate the fault-containing error-handler.

Based on the aforementioned empirical studies, Listing 2 depicts pseudo-code features for error-handling and highlights source code regions for potential robustness-faults [9].

The source code regions for robustness-faults are as follows.

a) Fault in Error-Detection Condition: A condition used for error-detection is too weak or is completely missing. Then, the error remains undetected.

b) Fault in Error-Signaling: The error is detected but the signal is missing or wrong, e.g. a NullPointerException is signaled when an IllegalArgumentException would be correct. As a result, not the correct but another error-handler is selected and executed.

c) Fault in Error-Handling: If the error is detected, signaled and the correct error-handler is invoked, the instructions of the error-handler can contain robustness-faults.

d) Fault in Error-Handler Selection: Suppose an error is detected, signaled and the error-handler is invoked, the instructions of the error-handler for ExceptionA is unintentionally invoked.

3) Configuration-dependent robustness-faults: Many modern systems like JHipster, Apache or GCC are highly config-
Features can be enabled or disabled and different implementations of the same feature can be exchanged via configuration parameters at compile-time or at run-time. Typically, these systems can be divided into a common part which is relevant to all configurations and variable features which are relevant only for certain configurations. Different implementation techniques exist [32]. Examples are conditional compilation where source code regions are enabled or disabled at compile-time, dynamic class loading where classes are chosen and loaded at run-time, polymorphism and design patterns where implementations are exchanged at runtime, or aspect-orientation where meta-programming is used to modify and inject additional instructions at run-time.

Besides robustness-faults present in non-configurable systems, additional configuration-dependent robustness-faults may caused by interactions of configuration parameters [30].

Research on exceptional control-flows of highly-configurable systems shows that only few signaled errors are not affected by variable features [33]. Most variable features are either signaling an error, handling an error or they are an intermediate element within the exceptional control-flow. Most of the signaled errors are handled by error-handlers that reside in the same variable feature or in the common part of the system. But, a significant number of errors signaled in variable features remains unhandled [33] which emphasizes the importance of testing configuration-based error-handling.

Listing 3 depicts an example for further illustration. A core banking system has a common part which provides a service to withdraw money from an account. Different implementations of the withdraw functionality exist which are considered variable features. Depending on the account type, different implementations are chosen at run-time.

Assume findAccount signaled an AccountNotFoundException for non-existent accounts, the core banking system would crash because no appropriate error-handler exists. This is caused by a configuration-independent robustness-fault because it can be activated with a non-existent account and is present for every configuration.

However, assume a robustness-fault is in the SavingAccount feature where the error-signaling condition contains a fault, e.g., plus is used instead of minus. This is caused by a configuration-dependent robustness-fault because it can be activated with the combination of a certain invalid input, i.e., the withdraw amount exceeds the account limit, and a certain configuration that contains the SavingAccount class.

B. Robustness Fault Model

A fault model is a description of hypothesized faults. To observe a failure, the location or locations that contain the fault must be reached (reachability), the state must be incorrect after executing the locations (infection) and the infection must propagate to a service failure (propagation) [15].

In CT, the t-factor fault model assumes that faults are caused by the interaction of parameters [34]. These faults are called t-factor faults and t refers to the number of involved parameters. Empirical research [9], [35] indicates that most faults are of factor 1 and 2 whereas no discovered fault involved more than 6 parameters. To satisfy reachability, it is necessary and sufficient to contain the parameter values of the t-factor fault. If the t-factor fault then propagates to a failure, it can be observed by a test oracle [15].

When considering error-protection and the error-propagation strategy, a test input that contains the parameter values of the t-factor fault is not sufficient. The fault can only be reached if there is no invalid input masking caused by other values or value combinations.

Thus, to reach a t-factor fault in the normal control-flow, a test input must contain the corresponding parameter values. Further, the test input must not contain any other invalid values or invalid value combinations that cause invalid input masking.

To reach a configuration-independent robustness-fault, a test input must contain the corresponding invalid value or invalid value combination in order to execute the exceptional control-flow. The values of the other parameters are not relevant as long as they do not contain any irrelevant or invalid values or value combinations that cause an input masking.

In contrast, reaching a configuration-dependent robustness-fault requires the failure-causing configuration to be activated such that the fault becomes reachable. Thus, the strong invalid test input must also contain the specific configuration.

Both, configuration-independent and-dependent robustness-faults can be uniformly described by a (d,t)-factor robustness-fault. d denotes the robustness dimension which refers to the number of parameters involved in forming an invalid value (d = 1) or invalid value combination (d > 1). t refers the number of separate configuration parameters involved in forming the fault-activating configuration, i.e., the interaction between invalid value or invalid value combination and other parameters, such that d + t ≤ n.

Listing 3. Illustration of Configuration-dependent Robustness-Faults
C. Robustness Coverage Criteria

A coverage criterion is a condition which a test suite must satisfy in order to detect faults of a corresponding fault model.

Combinatorial coverage criteria are defined in terms of the input parameters and values which the tester selects to use [5]. The fault detection effectiveness of a coverage criterion depends on the chosen parameters and values. If certain parameters or values are omitted, related faults cannot be revealed. But, if certain values are combined, the input masking effect can prevent the detection of faults and additional semantic information should be considered. It is important to know which value combinations lead to irrelevant non-executable information. A Coverage criterion to exclude all exclusion- and error-tuples.

Therefore, let \( T^{\text{ex}} \) denote the set of exclusion-tuples that represents irrelevant value combinations and let \( T^{\text{err}} \) denote a set of error-tuples that represents invalid values and invalid value combinations. Further on, let \( \mathcal{X} = \mathcal{X}_1 \times \ldots \times \mathcal{X}_n \) denote the exhaustive set of all possible test inputs. Suppose \( \mathcal{X}_i \) contains all \( t \)-wise parameter value combinations \( x \in \mathcal{X}_i \) for which a relevant and valid test input \( \tau \in \mathcal{T} \) exists. For which a test input exists that does not cover any exclusion- or error-tuple: \( \exists \tau \in \mathcal{T} \) such that \( \forall t \in \mathcal{T} \cup \mathcal{T}^{\text{err}} : x \not\subseteq \tau \).

Then, a test suite \( S \) satisfies positive \( t \)-wise coverage if and only if each tuple \( x \in \mathcal{X}_i \) is covered by at least one relevant and valid test input \( \exists \tau \in \mathcal{T} : x \subseteq \tau \).

2) Negative \( t \)-wise Coverage: To guarantee reachability of configuration-independent \((d,0)\)-factor robustness faults, each error-tuple \( t^{\text{err}} \) must appear in some test input. To prevent input masking the test inputs should not cover any exclusion-tuple and should not cover any other error-tuple. This is manifested as the single error coverage criterion [5], which a test suite \( S \) satisfies if and only if each invalid value and each invalid value combination \( t^{\text{err}} \) appears in at least one strong invalid test input, i.e. \( \exists \tau \in \mathcal{S} : t^{\text{err}} \subseteq \tau \) such that \( \forall t_j \in \mathcal{T}^{\text{ex}} \cup \mathcal{T}^{\text{err}} : t_j \not\subseteq \tau \).

However, the criterion is not sufficient to target \((d,t)\)-factor robustness-faults with \( t > 0 \) since they require an interaction of invalid values or invalid value combinations with \( t \) other parameter values. To guarantee reachability of all \((d,t)\)-factor robustness-faults, we combine the single error and \( t \)-wise coverage criterion. Let \( \mathcal{P}_t \) denote the sets of parameter indices that are not covered by error-tuple \( t^{\text{err}} \). For instance, for \( t = \{ \text{Family}:123 \} \) and \( t_2 = \{ \text{Title}:\text{Mrs}, \text{GivenName}:\text{John} \} \), the parameter indices are \( \mathcal{P}_1 = \{1,2\} \) and \( \mathcal{P}_2 = \{3\} \).

Further, suppose \( \mathcal{X}_i^{\text{P}_t} \) contains all \( t \)-wise parameter value combinations among parameters as indexed by \( \mathcal{P}_t \) such that a relevant and strong invalid test input exist for the combination of each error-tuple \( t_i \) and each configuration \( x \in \mathcal{X}_i^{\mathcal{P}_t} \).

Then, a test suite \( S \) satisfies negative \( t \)-wise coverage if and only if, for each error-tuple \( t_i \in \mathcal{T}^{\text{err}} \) and for each \( t \)-wise parameter value combination \( x \in \mathcal{X}_i^{\mathcal{P}_t} \), at least one relevant and strong invalid test input \( \tau \in \mathcal{S} \) exists that covers both, i.e. \( t_i \subseteq \tau \) and \( x \subseteq \tau \).

The negative \( t \)-wise coverage criteria subsume single error coverage. Thus, each test suite \( S \) that satisfies the negative \( t \)-wise coverage for any \( t \) also satisfies single error coverage.

D. Robustness Input Modelling

To model invalid values and invalid value combinations, we distinguish two different types of constraints. The previously discussed set of exclusion-constraints (denoted as \( C^{\text{ex}} \)) models value combinations that are irrelevant and should be excluded from test input generation. In addition, error-constraints (denoted as \( C^{\text{err}} \)) further partition relevant test inputs. They allow to separate valid from invalid values and also to separate valid from invalid value combinations.

In contrast to related work, values are not modeled as disjoint sets \( V^{\text{valid}} \) and \( V^{\text{invalid}} \). Only one set of values is used and unary error-constraints describe the validity of values. An example is depicted in Listing 4. The first three error-constraints describe invalid values of three parameters, invalid value combinations are described by \( c_4 \) and \( c_5 \).

Taking the two types of constraints into account, a tuple \( \tau \) is relevant if it satisfies all exclusion-constraints. A relevant tuple is valid if all exclusion-constraints are satisfied and if all error-constraints are satisfied as well: \( \Gamma(\tau, C^{\text{ex}} \cup C^{\text{err}}) = \text{true} \). A relevant tuple is invalid if all exclusion-constraints are satisfied but at least one error-constraint remains unsatisfied: \( \Gamma(\tau, C^{\text{ex}}) = \text{true} \) and \( \Gamma(\tau, C^{\text{err}}) = \text{false} \). An invalid tuple \( \tau \) is strong invalid if and only if exactly one error-constraint remains unsatisfied: \( \exists c \in C^{\text{err}} : \Gamma(\tau, \{c\}) = \text{false} \) and \( \Gamma(\tau, C^{\text{ex}} \setminus \{c\}) = \text{true} \).

Consider the five error-constraints of Listing 4. The tuple [Title: Mr, GivenName: John, FamilyName: Doe] is valid as it satisfies all constraints, the tuple [Title: Mr, GivenName: Jane, FamilyName: Doe] is invalid because error-constraint \( c_3 \) remains unsatisfied.

Error-constraints can be easily transformed into a set of error-tuples \( (T^{\text{err}}) \) to check for the coverage criteria: A single constraint \( c_i \) describes conditions for a non-empty set of \( k_i \) parameters. The parameter indices are denoted as \( c_{i_l} = \{i_1, \ldots, i_{k_i}\} \). For instance, error-constraint \( c_3 \) of Listing 4 constrains only values of FamilyName whereas error-constraint \( c_4 \) restricts value combinations of Title and GivenName. The sets of parameter indices are \( c_3 = \{3\} \) and \( c_4 = \{1,2\} \), respectively. To obtain the set of error-tuples \( e_i \) described by a
single error-constraint \( c_i \), the cartesian product of all parameter values among the parameter index subset \( \sigma_i \) is computed first. It is then filtered such that each remaining tuple is relevant and invalid, i.e. each remaining tuple does not satisfy the error-constraint \( c_i \) but does satisfy all exclusion-constraints. The set of error-tuples \( T^{err} \) is then simply the union of all \( \varphi_i \) for all error-constraints.

\[
\varphi_i \subseteq V_{i1} \times \cdots \times V_{it_i} \quad \text{such that} \quad \forall t \in \varphi_i : \Gamma(t, [c_i]) = false \land \Gamma(t, C^{ex}) = true
\]

As an example, error-constraint \( c_0 \) describes conditions for the parameter-subset \( \varphi_0 = \{1, 2\} \). The cartesian product \( V_1 \times V_2 \) is \{[Title:Mr, GivenName:John], ..., [Title:239, GivenName:123]\}. The subset for which \( c_0 \) is not satisfiable denotes the set of invalid tuples: \( \varphi_0 = \{[Title:Mr, GivenName:John]\} \).

**E. Robustness Combination Strategy**

When considering robustness, both valid and invalid test inputs must be generated. Therefore, we propose a composed combination strategy ROBUSTA that delegates the generation of test inputs to other combination strategies. It delegates the generation of valid test inputs to IPOG-C and the generation of invalid test inputs to IPOG-NEG.

Listing 5 shows the algorithm. \( t^+ \) and \( t^- \) represent different testing strengths for positive and negative \( t \)-wise testing. \( S^+ \) denotes the set of valid and \( S^- \) the set of invalid test inputs.

Valid test inputs are generated to satisfy the positive \( t \)-wise coverage criterion using \( t^+ \) and a combination strategy such as IPOG-C [37]. All constraints are treated as exclusion-constraints\(^3\), since valid test inputs must satisfy all of them.

The reused IPOG-C combination strategy is explained in [37]. Roughly described, the cartesian product of \( t \) parameters is computed and the subset of relevant tuples is used as the initial test suite. Afterwards, the initial test suite is extended by one parameter at a time. In the horizontal extension step, a value \( v \in V_i \) of parameter \( p_i \) is added to each tuple of the test suite. For uncovered parameter value combinations that involve parameter \( p_i \) and \( (t-1) \) parameters of \( p_1, \ldots, p_{i-1} \), new test cases are generated in the vertical extension step.

Invalid test inputs which satisfy the negative \( t \)-wise coverage are generated afterwards using IPOG-NEG with \( t^- \). Invalid test inputs are computed for one error-constraint \( c_i \in C^{err} \) at a time. Similar to AETG [22], ACTS [23] and PICT [24], the invalid test inputs are generated such that every error-tuple \( t \in T^{err} \) of each \( c_i \in C^{err} \) is \( t \)-wise combined with all values of the other parameters (\( \tau \)).

For example, when generating invalid test inputs for error-constraint \( c_0 \) of Listing 4, the error-tuple \([Title:123]\) is combined as follows. For a testing strength of \( t = 2 \), the error-tuple is combined with all valid value combinations of the cartesian product \([GivenName] \times [FamilyName]\). For \( t = 1 \), the error-tuple is combined with all valid values of \([GivenName]\) and of \([FamilyName]\). A testing strength of \( t = 0 \) leads to a smaller set of test inputs which contains all error-tuples but does not guarantee any interaction with other parameter values.

Every time invalid test inputs are computed for one error-constraint \( c_i \), which is negated and test inputs are generated such that they satisfy the negated error-constraint \( \pi \) and all other constraints \( C^{ex} \cup C^{err}\setminus\{c_i\} \). Since exactly one error-constraint is negated, test inputs only contain one invalid value or one invalid value combination.

The combination strategy for invalid test inputs is a modification of IPOG-C which we call IPOG-NEG (Listing 6). The modifications ensure that all error-tuples appear and that all error-tuples are \( t^- \)-wise combined with the other parameter values. \( c \) is the set of all error- and exclusion-constraints and \( i \) is the index to identify the negated error-constraint \( \pi \).

First, the creation of the initial test suite is adjusted. Instead of using \( t^- \) arbitrary parameters to compute the cartesian product, parameters with indices \( \sigma_i \) of error-constraint \( c_i \) are used. If \( \sigma_i \) contains less parameter indices than the testing strength \( k_i < t \), it is filled up with arbitrary parameter-indices such that \( k_i = t \). Since error-constraint \( c_i \) is negated, the initial test suite contains all invalid values and invalid value combinations. Afterwards, the initial test suite is extended by all other parameters.

**V. Evaluation**

**A. Overview**

In this paper, we propose an approach to CT which considers the presence of error-protection and includes a fault model,
coverage criteria and combination strategy. It is considered as an alternative to CT based on t-wise coverage.

The objective of this evaluation is to determine which approach should be used when generating test inputs in the presence of error-protection. Therefore, we compare the proposed ROBUSTA combination strategy to the popular IPOG-C combination strategy.

We developed a prototype which includes ROBUSTA, IPOG-NEG as well as the IPOG-C combination strategy. The implementations are based on the suggestions by Kleine and Simos [38] and are integrated into a Java-based framework for combinatorial testing [39].

The additional indirection of ROBUSTA to distinguish valid and invalid test inputs, i.e., the while-loop with a separate generation for each error-constraint, has an impact on the time required for test input generation. ROBUSTA delegates the generation to IPOG-C once and to IPOG-NEG for each error-constraint. Therefore, the runtime is approximately IPOG-C + \( |C^{Ev}| \times \) IPOG-NEG.

While a faster generation is preferable, longer generation times are usually acceptable since the test inputs only have to be generated once. Therefore, we focus on the number of executed test inputs and the number of detected faults.

B. Experiment Design

A common way for evaluation and comparison of different approaches is to measure the number of detected faults [19]. We measure it by means of fault detection effectiveness [40].

\[
\text{fault detection effectiveness} = \frac{\text{no. of faults detected}}{\text{no. of all faults in test scenario}}
\]

We consider the following SUT characteristics to affect the fault-detection effectiveness of test suites.

\( a) \) No. of Parameters: The more parameters a SUT has, the larger the exhaustive input space is. Thus, a smaller portion of the input space is covered by a t-wise test suite. For \( n \) parameters with \( v \) values, the exhaustive input space is of size \( v^n \) while the size of a t-wise test suite is roughly \( v^t \log n \) [41].

\( b) \) No. of Values: With an increasing number of values, the exhaustive input space of a SUT increases as well and a smaller portion is covered by a t-wise test suite.

c) Degree of Invalid Input Masking: The invalid input masking is determined by the number of parameters in error-detection conditions and by the number of values of the affected parameters.

For instance, a SUT with three parameters \( a, b \) and \( c \) each with two values \( (1, 2) \) has an exhaustive input space of \( 2^3 = 8 \). An error-detection condition \( A = 1 \) would initiate error-handling for four out of eight possible inputs. Thus, a 1-factor fault \( C = 2 \) covered by four possible inputs would only be reached by two inputs that do not contain \( A = 1 \). If the three parameters consisted of three values each, the fault would be covered by nine possible inputs and only 3 of them would lead to error-handling. Thus, the reachability increases from \( \frac{1}{2} \) to \( \frac{3}{5} \). If the error-detection condition of the original example was extended to \( A = 1 \land B = 1 \), error-handling would only be initiated for two inputs and the reachability would increase from \( \frac{1}{4} \) to \( \frac{3}{5} \). If the error-detection condition \( A = 1 \land B = 1 \) and the fault \( A = 2 \land B = 2 \) share the same parameters, error-handling and fault detection are mutually exclusive. Then, increasing the number of values does not change reachability.

d) Size of Faults: The more parameter values are required to activate a fault, the harder it is to detect it. The 1-factor fault \( C = 2 \) is covered by four out of eight possible inputs. In contrast, a 2-factor fault \( B = 2 \land C = 2 \) is only covered by two out of eight possible inputs.

C. Experiment Setup

There are three problems with experimentation to evaluate testing approaches [42]: Choosing a representative set of SUTs, choosing a representative set of faults, and choosing a representative set of tests.

To reach the faults, it is important for the IPM to contain all necessary input parameters and values. The reached faults must propagate to failures and the test oracle must reveal the failures. Otherwise, the comparison would be less reliable.

For an experiment, it is important to control the possible and influencing factors. Therefore, we create artificial test scenarios to (1) completely control the size of the input space, (2) completely control the completeness and correctness of the IPM, (3) completely control the number and the characteristics of injected faults, and (4) completely control reachability, infection and propagation of faults to failures.

The test scenarios are described in terms of the aforementioned characteristics. Irrelevant value combinations are not considered in this experiment. Since they were excluded by both approaches, we assume that it would only complicate the experiment but not affect the results.

---

Listing 7. Test Scenario Source Code

```java
class SystemUnderTest {
    void run(int a1,...,a5, boolean b1,...,b2) {
        if(a1 == 1) { /* exit without failure */
        } else if ...
        } else if(a4 == 1) { fail("f1")
        } else if(a5 == 1) { if(b1) { fail("f2") }
        } else {
            if(a3 == 2 && a4 == 2) { fail("f3") }
        }
    }

Listing 8. Test Scenario IPM
```

\[
p_1 : a_1 \quad \forall \exists \quad v_1 = \{1,2,3,4,5\}
p_2 : a_2 \quad \forall \exists \quad v_2 = \{1,2,3,4,5\}
\]

\[
p_5 : a_5 \quad \forall \exists \quad v_5 = \{1,2,3,4,5\}
\]

\[
c_1 : a_1 \neq 1
c_2 : a_2 \neq 1
\]

Listing 8. Test Scenario IPM

\[
c_5 : a_5 \neq 1
\]

\[
\]
For further illustration, Listing 7 depicts the implementation of a test scenario. Suppose we have five input parameters with five values each implemented as integer variables, two binary configuration parameters implemented as boolean variables, and five error-detection conditions consisting of one value each. The separation of normal and exception control-flow is implemented using if statements. The exceptional control-flows and different error-detection conditions are implemented by if and else if whereas the normal control-flow resides in else. A fault is activated when the SUT is stimulated with the corresponding parameter values and when the location of the fault is reached which is modeled by fail(). The example contains a 2-factor fault in the normal control-flow f3, a (1,0)-factor configuration-independent robustness fault f1 and a (1,1)-factor configuration-dependent robustness fault f2 which is only reachable when configuration b1 is enabled.

The corresponding IPM is depicted in Listing 8. The error-constraints are ignored by IPOG-C but considered by ROBUSTA to separate valid from invalid test inputs.

For a given scenario and IPM, two test suites are generated using IPOG-C and ROBUSTA. The run method is executed for all test inputs and the fault detection effectiveness is computed based on the detected faults.

D. Experiment Scenarios

In this experiment, we use two base scenarios which are extended according to the aforementioned characteristics in order to observe their impact on the fault detection effectiveness.

Base scenario 1 consists of five input parameters and five configuration parameters. It includes five error-detection conditions of which each condition is unary and checks a separate input parameter. The faults are triggered by values of the same five input parameters. Thus, there is a mutual exclusion between error-detection and fault detection.

Base scenario 2 consists of ten input parameters and five configuration parameters. It also includes the same five error-detection conditions of which each condition is unary and checks a separate input parameter. However, the included faults are triggered by values of the other five input parameters that are not checked by error-detection conditions. Thereby, we can observe whether the relationship between parameters involved in error-detection and parameters involved in t-factor faults has an impact on the fault detection effectiveness.

Both scenarios have a fixed set of t-factor faults with factors of one to four because these are the most common factors identified in empirical studies [35]. In addition, they also contain a fixed set of (d,t)-factor robustness faults. They have to be defined relative to the error-detection conditions. A (d,0)-factor robustness fault is always reached when the corresponding error-detection condition is satisfied. In contrast, a (d,2)-factor robustness fault is only reached when the error-detection condition is satisfied and the fault-activating configuration is activated. The t-factors range from factor zero to three.

The base scenarios are then extended such that (a) the number of values per parameter increases and (b) the number of parameters increases. Further scenarios are then derived from each extended scenario by increasing the number of parameters involved in the error-detection conditions. The scenarios start with five unary conditions of which each checks a separate parameter. The conditions are extended to check two values, e.g. $a_1 = 1$ is extended to $a_1 = 1 \land a_2 = 2$, three and four values, e.g. $a_1 = 1 \land a_2 = 2 \land a_3 = 3 \land a_4 = 4$.

To reduce the effect of accidentally discovered faults, e.g. a 3-factor fault is detected by a 2-wise test suite, and to break the symmetry of the SUT and IPM, i.e. the faults and the parameter values are ordered the same way, the parameters and values of the IPM are randomly shuffled and the experiment is executed ten times.

Table I depicts all scenarios used in the experiment. It uses an exponential notation where $x^y$ refers to $y$ parameters consisting of $x$ values, $y$ t-factor faults of factor $x$, and $y$ error-detection conditions with $x$ parameters. For $(d,t)^x$-factor robustness-faults, $d$ refers to the number of involved input parameters that form an invalid value ($d = 1$) or an invalid value combination ($d > 1$) which is always similar to the parameters involved in error-detection conditions. $t$ refers to the number of involved configuration parameters necessary to make the fault reachable and $y$ depicts the number of faults.

E. Results & Discussion

To compare IPOG-C and ROBUSTA, test inputs are generated with different strengths. For IPOG-C, the strengths range from one to five. For ROBUSTA, the strengths range from 1-0 to 4-3 where the first number represents the positive strength $t^+$ and the second number represents the negative strength $t^-$. All 24 scenarios are evaluated by IPOG-C with five different strengths and by ROBUSTA with 16 different strengths. Each triple of scenario, combination strategy and strength is computed ten times with randomly shuffled IPM parameters and values. A subset of the resulting 5040 computations is listed in Table II. All results are available on our companion website.

The presented sizes of test suites and computed fault detection effectiveness are average numbers of the ten randomized IPMs. ROBUSTA with a strength of 4-3 activates all faults. The result can be expected because the seeded faults are at most 4-factor faults and (4,3)-factor robustness faults. But, it also demonstrates the correctness of the coverage criterion and combination strategy. However, lower testing strength are not sufficient. With a lower positive testing strength like 3-3, not all 4-factor faults in the normal control-flow are activated. With a lower negative testing strength like 4-2, not all (4,3)-factor robustness faults are activated.

In comparison, IPOG-C does not activate all faults for all scenarios. For the scenarios with unary error-detection conditions (1-1-1, 1-2-1, 1-3-1, ...), IPOG-C with a testing strength of four activates almost all faults. The small deviations in fault detection efficiency, e.g. 0.98 and 0.99 for scenarios 1-1-1, 1-2-1, and 2-1-1, can be explained by invalid input masking. It performs as good as ROBUSTA if you compare the sizes of test suites. If you consider the additional effort to model error-constraints, IPOG-C is actually preferable because it requires less work than ROBUSTA.
describe a configuration which is also necessary to activate cause (2,3)-factor robustness faults must be activated. But from an average of 0.993 (39.7 of 40 faults are activated) for fault detection effectiveness decreases for a strength of four detection increases because a (1,3)-factor robustness fault decreases when the numbers of parameters involved in error-combination (or more parameters require higher strengths. For a given t parameter values that form an invalid value (p, q) = (1, 1), (1, 2), (1, 3), (2, 1), (2, 2), (2, 3), (3, 1), (3, 2), (3, 3).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Description</th>
<th>Parameters &amp; Values</th>
<th>t-factor Faults</th>
<th>(d, t)-factor Robustness Faults</th>
<th>Error-Detection</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-1</td>
<td>Base Scenario 1</td>
<td>2^5 5^5 1^5 2^3 3^4</td>
<td>(1, 0)^5(1, 1)^5(1, 2)^5(1, 3)^5</td>
<td>1^5</td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>* Increase Size of Conditions</td>
<td>2^5 5^5 1^5 2^3 3^4</td>
<td>(2, 0)^5(2, 1)^5(2, 2)^5(2, 3)^5</td>
<td>2^5</td>
<td></td>
</tr>
<tr>
<td>1-3</td>
<td>* Increase Size of Conditions</td>
<td>2^5 5^5 1^5 2^3 3^4</td>
<td>(3, 0)^5(3, 1)^5(3, 2)^5(3, 3)^5</td>
<td>3^5</td>
<td></td>
</tr>
<tr>
<td>1-4</td>
<td>* Increase Size of Conditions</td>
<td>2^5 5^5 1^5 2^3 3^4</td>
<td>(4, 0)^5(4, 1)^5(4, 2)^5(4, 3)^5</td>
<td>4^5</td>
<td></td>
</tr>
<tr>
<td>1-2-1</td>
<td>Increase No. of Values</td>
<td>(2, 0)^5(2, 1)^5(2, 2)^5(2, 3)^5</td>
<td>1^5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-2-2</td>
<td>* Increase Size of Conditions</td>
<td>2^5 5^5 1^5 2^3 3^4</td>
<td>(2, 0)^5(2, 1)^5(2, 2)^5(2, 3)^5</td>
<td>2^5</td>
<td></td>
</tr>
<tr>
<td>1-2-3</td>
<td>* Increase Size of Conditions</td>
<td>2^5 5^5 1^5 2^3 3^4</td>
<td>(3, 0)^5(3, 1)^5(3, 2)^5(3, 3)^5</td>
<td>3^5</td>
<td></td>
</tr>
<tr>
<td>1-2-4</td>
<td>* Increase Size of Conditions</td>
<td>2^5 5^5 1^5 2^3 3^4</td>
<td>(4, 0)^5(4, 1)^5(4, 2)^5(4, 3)^5</td>
<td>4^5</td>
<td></td>
</tr>
<tr>
<td>1-3-1</td>
<td>Increase No. of Parameters</td>
<td>(2, 0)^5(2, 1)^5(2, 2)^5(2, 3)^5</td>
<td>1^5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-3-2</td>
<td>* Increase Size of Conditions</td>
<td>2^5 5^5 1^5 2^3 3^4</td>
<td>(3, 0)^5(3, 1)^5(3, 2)^5(3, 3)^5</td>
<td>3^5</td>
<td></td>
</tr>
<tr>
<td>1-3-3</td>
<td>* Increase Size of Conditions</td>
<td>2^5 5^5 1^5 2^3 3^4</td>
<td>(4, 0)^5(4, 1)^5(4, 2)^5(4, 3)^5</td>
<td>4^5</td>
<td></td>
</tr>
<tr>
<td>1-4-1</td>
<td>Increase Values &amp; Parameters</td>
<td>(2, 0)^5(2, 1)^5(2, 2)^5(2, 3)^5</td>
<td>1^5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-4-2</td>
<td>* Increase Size of Conditions</td>
<td>2^5 5^5 1^5 2^3 3^4</td>
<td>(3, 0)^5(3, 1)^5(3, 2)^5(3, 3)^5</td>
<td>3^5</td>
<td></td>
</tr>
<tr>
<td>1-4-3</td>
<td>* Increase Size of Conditions</td>
<td>2^5 5^5 1^5 2^3 3^4</td>
<td>(4, 0)^5(4, 1)^5(4, 2)^5(4, 3)^5</td>
<td>4^5</td>
<td></td>
</tr>
<tr>
<td>1-4-4</td>
<td>* Increase Size of Conditions</td>
<td>2^5 5^5 1^5 2^3 3^4</td>
<td>(2, 0)^5(2, 1)^5(2, 2)^5(2, 3)^5</td>
<td>2^5</td>
<td></td>
</tr>
<tr>
<td>2-1-1</td>
<td>Base Scenario 2</td>
<td>2^10 5^10 1^5 2^3 3^4</td>
<td>(1, 0)^5(1, 1)^5(1, 2)^5(1, 3)^5</td>
<td>1^5</td>
<td></td>
</tr>
<tr>
<td>2-1-2</td>
<td>* Increase Size of Conditions</td>
<td>2^10 5^10 1^5 2^3 3^4</td>
<td>(2, 0)^5(2, 1)^5(2, 2)^5(2, 3)^5</td>
<td>2^5</td>
<td></td>
</tr>
<tr>
<td>2-1-3</td>
<td>* Increase Size of Conditions</td>
<td>2^10 5^10 1^5 2^3 3^4</td>
<td>(3, 0)^5(3, 1)^5(3, 2)^5(3, 3)^5</td>
<td>3^5</td>
<td></td>
</tr>
<tr>
<td>2-1-4</td>
<td>* Increase Size of Conditions</td>
<td>2^10 5^10 1^5 2^3 3^4</td>
<td>(4, 0)^5(4, 1)^5(4, 2)^5(4, 3)^5</td>
<td>4^5</td>
<td></td>
</tr>
<tr>
<td>2-2-1</td>
<td>Increase No. of Values</td>
<td>(2, 0)^5(2, 1)^5(2, 2)^5(2, 3)^5</td>
<td>1^5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-2-2</td>
<td>* Increase Size of Conditions</td>
<td>2^10 5^10 1^5 2^3 3^4</td>
<td>(2, 0)^5(2, 1)^5(2, 2)^5(2, 3)^5</td>
<td>2^5</td>
<td></td>
</tr>
<tr>
<td>2-2-3</td>
<td>* Increase Size of Conditions</td>
<td>2^10 5^10 1^5 2^3 3^4</td>
<td>(3, 0)^5(3, 1)^5(3, 2)^5(3, 3)^5</td>
<td>3^5</td>
<td></td>
</tr>
<tr>
<td>2-2-4</td>
<td>* Increase Size of Conditions</td>
<td>2^10 5^10 1^5 2^3 3^4</td>
<td>(4, 0)^5(4, 1)^5(4, 2)^5(4, 3)^5</td>
<td>4^5</td>
<td></td>
</tr>
</tbody>
</table>

However, scenarios with error-conditions consisting of two or more parameters require higher strengths. For a given testing strength, the fault detection effectiveness of IPOG-C decreases when the numbers of parameters involved in error-detection increases because a (1,3)-factor robustness fault becomes a (4,3)-factor robustness fault. As an example, the fault detection effectiveness decreases for a strength of four from an average of 0.993 (39.7 of 40 faults are activated) for scenarios with unary conditions to an average of 0.763 (30.5 of 40 faults are activated) for scenarios with 4-wise conditions.

This phenomenon can be explained by considering (d, t)-factor robustness faults as a special kind of t-factor faults. Again, a (d, t)-factor robustness fault consists of d parameter values that form an invalid value (d = 1) or invalid value combination (d > 1). In addition, t2 other parameter values describe a configuration which is also necessary to activate the fault. In contrast, a t1-factor fault does not consider any semantic information and just consists of t1 parameter values that are necessary to activate the fault. Therefore, a (d, t)-factor robustness fault is equal to a t1-factor fault if d + t2 = t1.

Since the scenarios with unary error-detection conditions (1-1-1, 1-2-1, 1-3-1, ...) contain at most 4-factor faults in the normal control-flow and (1,3)-factor robustness faults, test suites with 4-wise coverage detect almost all of them.

In that sense, test suites with 5-wise coverage are required for the scenarios with binary error-detection because (2,3)-factor robustness faults must be activated. But even though a 5-wise test suite improves the fault detection effectiveness, the time required for generation as well as the size of the resulting test suite grow strongly. For every scenario, ROBUSTA produced a result with fewer test inputs which is at least as effective as (or better than) IPOG-C with a strength of five.

This finding can be transferred to lower strengths as well. For instance, IPOG-C with a strength of three generates a test suite that detects almost all t1-factor faults with t1 ≤ 3 and almost all (d, t2)-factor robustness faults with d + t2 ≤ 3. However, IPOG-C with a higher strength is required for (d, t2)-factor robustness faults with d + t2 > 3. Then, ROBUSTA produces a result with fewer test inputs which is at least as effective as (or better than) IPOG-C.

Therefore, increasing the strength of IPOG-C is not always the best option. The results indicate that IPOG-C with a strength of t1 is as effective as ROBUSTA as long as the (d, t2)-factor robustness faults can be considered a special kind of t1-factor faults, i.e. as long as d + t2 ≤ t2 for all (d, t2)-factor robustness fault. When (d, t2)-factor robustness faults require a higher strength for IPOG-C, i.e. d + t2 > t1, ROBUSTA requires less test inputs and is more effective in terms of fault detection.

F. Threads to Validity

We compared the fault detection effectiveness of an alternative combination strategy by comparing ROBUSTA and IPOG-NEG to IPOG-C. Since the comparison is based on actual test generation and execution, our results might depend on the implementation of the combination strategies as well as the implementation and design of the test scenarios.

To ensure unbiased implementations of the combination strategies, we follow the suggestions for efficient implementations by Kleine and Simos [38].

5To distinguish different strengths, we use t1 for t-factor faults and t2 for (d, t)-factor robustness faults.
The scenarios used for testing are artificial and do not necessarily represent real-world scenarios. However, we explicitly stated the considered characteristics and measured the implications in the controlled experiment. Therefore, the findings can be used to decide between the two alternatives in real-world scenarios.

To prevent faults being discovered by accident or because of symmetries between the IPM and the parameter values of the SUT, the scenarios are randomized and executed ten times. The presented numbers are average numbers.

To allow and support repeatability of the experiment, the source code of the combination strategies, a set of JUnit5 tests that satisfy positive and negative \( t \)-wise coverage by delegating the generation to the existing combination strategy IPOG-C and to our modified combination strategy IPOG-NEG.

The proposed approach including modelling via error-constraints and generation via ROBUSTA, IPOG-C and IPOG-NEG is implemented as a prototype\(^4\).

As an evaluation, ROBUSTA is compared to IPOG-C by applying the prototype to 24 artificial scenarios. Test inputs of different strengths are generated ten times for each scenario producing 5040 results. The results indicate that IPOG-C with a strength of \( t \) is effective in detecting all \( t \)-factor faults with \( t_1 \leq t \) and all \((d, t_2)\)-factor robustness faults with \( d + t_2 \leq t \). In contrast, ROBUSTA has the same or higher effectiveness and comparable test suite sizes but requires additional work to model error-constraints.

But, IPOG-C with a higher strength is required for \((d, t_2)\)-factor robustness faults with \( d + t_2 > t \). Then, ROBUSTA is favourable because the test suites are much smaller and provide the same or higher fault detection effectiveness.

In future work, we will evaluate the approach using real-world examples. In addition, we will focus on supporting the modelling of error-constraints because the additional manual work can be an impediment.

VI. Conclusion & Future Work

In this paper, we argue that error-handling leads to invalid input masking which requires special treatment in combinatorial testing. We analyze robustness faults and distinguish configuration-independent from \( d \)-dependent robustness faults and propose a robustness fault model that includes \( t \)-factor faults in the normal control-flow and \((d, t)\)-factor robustness faults in exceptional control-flows. The \( t \)-wise and single error coverage criteria are adapted accordingly. A test suite that satisfies positive \( t \)-wise coverage reaches all \( t \)-factor faults in the normal control-flow and a test suite that satisfies negative \( t \)-wise coverage reaches all \((d, t)\)-factor robustness faults.

Further, we propose to model invalid values and invalid value combinations directly via error-constraints. The combination strategy ROBUSTA describes how to generate test inputs that satisfy positive and negative \( t \)-wise coverage by delegating the generation to the existing combination strategy IPOG-C and to our modified combination strategy IPOG-NEG.

The scenarios used for testing are artificial and do not necessarily represent real-world scenarios. However, we explicitly stated the considered characteristics and measured the implications in the controlled experiment. Therefore, the findings can be used to decide between the two alternatives in real-world scenarios.

To prevent faults being discovered by accident or because of symmetries between the IPM and the parameter values of the SUT, the scenarios are randomized and executed ten times. The presented numbers are average numbers.

To allow and support repeatability of the experiment, the source code of the combination strategies, a set of JUnit5 tests to execute the scenarios as well as the results are published\(^4\).
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